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Computers are good at recall, people are good at precision; that is, computers are good at finding a large set of possibilities, people are good judges of which possibilities are appropriate.
   Conversely, people are bad at recall and computers are bad at precision; it is hard for people to think, unprompted, of lots of possibilities, and it is hard for computers to work out which candidate answers are good ones.  This points to a straight forward division of duties  Computer proposes, human disposes.

This division of duties is relevant in a number of areas of human-computer interaction, and lexicography is one.  For lexicography, the items in question are facts about a word, and they are ‘right’ if they are the facts that are wanted in the dictionary.  A fact about a word may be a collocation, a grammatical pattern, a synonym, an antonym, a set or semi-set phrase, an idiom, a domain, a sense, or a translation.  All of these can be (and have been) found by computer, with varying degrees of accuracy and completeness.

In this paper I first sketch the history of the corpus as a source of lexicographic evidence and then present ‘word sketches’, which use a corpus to propose a set of facts about a word’s grammatical and collocational behaviour.  I then outline the work that has been done within computational linguistics towards identifying facts of each of the varieties listed above.  I conclude with a consideration of the prospects for roles of people and computers within a wider socio-cultural perspective.

1. History of corpus lexicography

Dictionary-making involves finding the distinctive patterns of usage of words in texts.  This was traditionally carried out by writing examples on index cards filed by the word of interest.  The examples were found by extensive reading, with readers selecting examples.  The lexicographer would then, prior to writing the entry for a word, review the evidence of its behaviour by looking through its index cards.

Since the ground-breaking work of the COBUILD project in the 1980s, state-of-the-art dictionary-making has –for languages where corpora are available–  has made extensive use of computerised corpora.  Before writing the entry for a word, the lexicographer looks through the corpus evidence for the word, using, as their basic tool, the KWIC (Key Word in Context) concordance, to find facts that introspection alone would not have brought to mind.  Corpus interface tools with sophisticated querying languages such as Xkwic [Schulze and Christ 1994] support KWIC concordancing in a wide range of forms.

But the lexicographer would like more help still.  At this point, it is still for them to hunt through the concordance to find the facts.  It would be better if the computer presented the facts to the user.

1.1. Statistical summaries

Where there are fifty instances for a word, the lexicographer can read them all. Where there are five hundred, they could, but the project timetable would rapidly start to slip. Where there are five thousand, it is definitely no longer feasible. The data needs summarising. 

The answer is a statistical summary. The task is to look at the other words in the neighbourhood of the word of interest, its ‘collocates’, and to identify those that occur with interestingly high frequency in that neighbourhood. The statistic can be used to sort the collocates, and if the statistic (and the corpus) are good ones, the collocates that the lexicographer should consider mentioning percolate to the top. 

Ken Church and Patrick Hanks proposed two statistics, pointwise Mutual Information and the t-score (which can be used both for identifying collocates, and for identifying how the collocates of two words of similar meaning differ). The paper describing the work [Church and Hanks1989] inaugurated a subfield of lexicography and computational linguistics, "collocation statistics''.

Since Church and Hanks's proposals a series of papers have proposed alternative statistics (see [Kilgarriff 1996] for a critical review), and evaluated them [Evert and Krenn 2001].   Now, any dictionary project with access to a corpus provides statistical summaries to lexicographers. They contain many nuggets of information, but are not used as widely as they might be. From a lexicographical perspective, they have three failings. First, the statistics. They have not been ideal, with too many low frequency words occurring at the tops of the lists. Second, noise. Alongside the lexicographically interesting collocates are assorted uninteresting ones: words that happen to occur in the neighbourhood of the headword, but do not stand in a linguistically interesting relation to it. Third, the neighbourhood,  defined as “within five words to right or left” or similar. When investigating, for example, common subjects for  a verb, we would like to see just common-noun, noun-phrase-head subjects.  First-generation collocate summaries mix everything together, so we have to sift through objects, modifiers, pronouns, proper names, adverbs and everything else. 

2. Word sketches

It would be better to explicitly produce one collocate list for subjects, another for objects, and so forth (which would also eliminate most noise).  This was proposed by [Hindle 1990] and [Tapanainen and Järvinen 1998]. The “word sketches” we have produced at the University of Brighton are a large-scale implementation of such improved collocate-lists for practical lexicography.   The corpus they use is the 100M-word British National Corpus (BNC). They are described in full in [Kilgarriff and Tugwell 2001]: here we just show an example.

	subject-of 
	num 
	sal
	
	object-of 
	num 
	sal
	
	modifier 
	num 
	sal 

	lend 
	95 
	21.2
	
	burst 
	27 
	16.4 
	
	central 
	755
	25.5 

	issue 
	60 
	11.8 
	
	Rob 
	31 
	15.3
	
	Swiss 
	87 
	18.7 

	charge 
	29 
	9.5
	
	overflow 
	7 
	10.2 
	
	commercial 
	231 
	18.6 

	operate 
	45 
	8.9 
	
	Line 
	13 
	8.4 
	
	grassy 
	42 
	18.5 

	step 
	15 
	7.7 
	
	privatize 
	6 
	7.9 
	
	royal 
	336 
	18.2 

	deposit 
	10 
	7.6 
	
	defraud
	5
	6.6 
	
	far 
	93 
	15.6 

	borrow 
	12
	7.6 
	
	climb 
	12 
	5.9 
	
	steep 
	50 
	14.4 

	eavesdrop 
	4 
	7.5 
	
	break
	32 
	5.5 
	
	issuing 
	23 
	14.0 

	finance 
	13 
	7.2 
	
	oblige
	7 
	5.2 
	
	confirming 
	13 
	13.8 

	underwrite 
	6 
	7.2 
	
	Sue 
	6 
	4.7 
	
	correspondent 
	15 
	11.9 

	account 
	19 
	7.1 
	
	instruct 
	6 
	4.5 
	
	state-owned 
	18 
	11.1 

	wish 
	26 
	7.1 
	
	owe 
	9 
	4.3 
	
	eligible 
	16 
	11.1 


	
	
	
	
	
	
	
	
	
	
	

	inv-PP
	num 
	sal
	
	modifies 
	num 
	sal
	
	noun-mod
	num
	sal

	governor of 
	108 
	26.2 
	
	holiday 
	404 
	32.6
	
	merchant
	213
	29.4

	balance at 
	25 
	20.2 
	
	account 
	503 
	32.0
	
	clearing
	127
	27.0

	borrow from 
	42 
	19.1 
	
	loan 
	108 
	27.5
	
	river
	217
	25.4

	account with 
	30 
	18.4 
	
	lending 
	68 
	26.1
	
	creditor
	52
	22.8

	account at 
	26 
	18.1 
	
	deposit 
	147 
	25.8
	
	Tony
	57
	21.4

	customer of 
	18 
	14.9 
	
	manager 
	319 
	22.2
	
	AIB
	23
	20.9

	bank to 
	13 
	13.2 
	
	Holidays 
	32 
	21.6
	
	Savings
	61
	19.8

	debt to 
	18 
	13.1
	
	clerk 
	73 
	21.4
	
	Whinney
	17
	19.7

	deposit at 
	9 
	12.3
	
	balance 
	93 
	21.3
	
	piggy
	21
	18.5

	pay into 
	14 
	12.0 
	
	overdraft 
	23 
	20.3
	
	bottle
	34
	17.4

	branch of 
	34 
	11.2 
	
	robber 
	28 
	19.9
	
	Investment
	121
	17.0

	loan by 
	6 
	10.7 
	
	robbery 
	33 
	19.4
	
	August
	39
	16.8

	situate on 
	14 
	10.6 
	
	governor 
	41 
	17.0
	
	canal
	36
	16.0

	subsidiary of 
	12 
	9.9 
	
	debt 
	35 
	15.3
	
	memory
	57
	16.0

	tree on 
	11 
	9.8 
	
	borrowing 
	21 
	15.2
	
	Jeff
	14
	15.9

	syndicate of 
	6 
	9.8 
	
	note 
	65 
	15.2
	
	South
	58
	14.8

	cash from 
	9 
	9.7 
	
	credit 
	51 
	15.0
	
	Correspondent
	13
	14.5

	owe to 
	12 
	9.6 
	
	vault 
	19 
	13.9
	
	shingle
	16
	14.4

	
	
	
	
	
	
	
	
	
	
	

	and-or 
	num 
	sal 
	
	PP of
	Num
	sal
	
	PP for
	num
	sal

	society 
	287 
	24.6 
	
	England
	988
	37.5
	
	Settlement
	19
	12.8

	bank 
	107 
	17.7 
	
	Scotland
	242
	26.9
	
	Reconstruction
	10
	11.1

	institution 
	82 
	16.0
	
	river
	111
	22.1
	
	
	
	

	Bank 
	35 
	14.4
	
	Thames
	41
	20.1
	
	Predicate
	num
	sal

	Lloyds 
	11 
	14.1
	
	credit
	58
	17.7
	
	Bank
	5
	7.5

	bundesbank 
	10 
	13.6
	
	Severn
	15
	16.8
	
	Institution
	4
	5.6

	company 
	108 
	13.6
	
	Japan
	38
	16.8
	
	
	
	

	currency 
	26 
	13.5
	
	Ireland
	56
	16.0
	
	predicate-of
	num
	sal

	issuing 
	7 
	13.0
	
	Crete
	14
	15.3
	
	Bank
	5
	6.0

	Barclays 
	9 
	12.7 
	
	stream
	25
	14.8
	
	Country
	6
	4.3

	ditch 
	14 
	12.2 
	
	Nile
	14
	13.7
	
	
	
	

	broker 
	15 
	11.3 
	
	Montreal
	11
	13.4
	
	Plural
	6760
	2.3

	lender 
	13 
	11.0 
	
	cloud
	22
	12.7
	
	bare noun
	442
	-9.0

	stockbroker 
	10 
	10.7
	
	River
	12
	12.3
	
	Possessed
	639
	-5.5


Table 1: Word sketch for bank (n), BNC frequency = 20,968

Table 1 shows a word sketch for the noun bank. It is automatically generated.  Each collocate is hyperlinked to the sentences in the BNC which contain the evidence for it.  num is the number of corpus occurrences of the collocation in the specified grammatical relation.  sal is a salience score, a version of Mutual Information modified to suit lexicographic purposes.  

The word sketch reveals the different word senses for the word, since they generally occur in different patterns.  As object of burst we have the RIVER BANK sense of the word, while the object of rob is the FINANCIAL INSTITUTION sense. Fixed idioms, such as bank holiday, are also revealed. While these are obvious senses, the Word Sketch also reveals less obvious ones, such as those in the collocations bottle bank, bank of cloud, memory bank etc. The sketch serves as the basis for drawing up the lexical entry for the dictionary. 

2.2 Lexicographic evaluation 

Over the period 1999-2001, a set of 6000 word sketches was used to compile the Macmillan Dictionary of English [Rundell 2002], a new dictionary for advanced learners.  A team of thirty professional lexicographers used them for every medium-to-high frequency noun, verb and adjective. The feedback we have is that they were very useful, and changed the way the lexicographer used the corpus.   They used the word sketch as the first and main view of the corpus data, with KWIC concordances only being used where there was some issue needing further investigation.  The sketches reduced the amount of time the lexicographers spent reading individual instances, and gave the dictionary improved claims to completeness, as common patterns are far less likely to be missed. They provided lexicographers with plenty of examples to choose from, for editing and putting in the dictionary. This is all most popular with the project management. 

3. Advances in Computational Linguistics

Computational linguistics (CL)
 is the discipline which makes word sketches possible.  The corpus has to be lemmatised (so, eg, all the verb forms snarl snarling snarls snarled are related to the lemma, snarl (v)), part-of-speech tagged (so we identify whether an instance of the word form snarl is a noun or a verb) and parsed, so that, given the input sentence the bulldog snarled we can identify bulldog as the subject of snarl.  These three processes – lemmatisation, tagging and parsing – have long been central CL topics.
  There are now good tools available for the three processes for a number of languages.
  

In the earlier days of computational linguistics, the focus was frequently on computer models addressing concerns from theoretical linguistics, such as whether context free formalisms were adequate for describing human languages.  ‘Toy’ systems with very small lexicons and grammars were (arguably) sufficient.  The 1980s saw growing engagement with the possibilities of building software for doing useful tasks, which would need to handle very large numbers of words.  People explored whether machine-readable versions of published dictionaries could provide the lexical information that was required (establishing that there was much that was useful for morphological and syntactic processing, though semantic information was harder to use [Briscoe and Boguraev 1989, Ide and Veronis 1992]).

The 1990s saw the arrival of corpora in computational linguistics.  The Penn Treebank and the British National Corpus became available and started to be used to explore in earnest the issues of scaling up and robustness.  There was also a new emphasis on evaluation: can you show that the new idea being explored in your research actually means we get better performance at a language technology task? Journals and conferences started expecting papers to contain ‘evaluation’ sections, where a new system or theory was tested by seeing how well it performed on a corpus.  Much computational linguistics work is now judged according to how well it does some useful task, as well as by how it contributes to our understanding of language.  From the point of view of dictionary-makers, who are potential customers for language technology, this is good news.  We can now find and licence software that has been shown to do well at the task we would like to get done.

3.1 Lexical acquisition

One way of getting lexical information for lots of words is from published dictionaries.  But they are often hard to get hold of, or expensive, or come with licensing constraints, and almost never contain exactly what the language technologists want.
  Another strategy is to extract the information from corpora.  This has been a growth area over the last ten years.  While the language technologists’ goals have been to provide lexicons for language technology purposes, a by-product is that they are developing exactly those technologies that are required for finding the lexical facts that go in dictionaries.  In the remainder of this section we consider research that has found each of these kinds of facts.

Readers will have noticed the anglocentric nature of the discussion above, and indeed of the details below.  Almost all the work referenced is on English.  While I do apologise for this, and the fact that I am English is one part of the reason, it is only a small part.  The lion’s share of CL research has taken place with English as the language of study; most resources are for English, and, in general, new ideas have first been explored in relation to English, and only later applied to other languages.  Much of what I describe below has not yet been done for any language except English.

3.2 Collocations 
Word sketches, as described above, are one example of automatic acquisition of collocational information.  They build on earlier work by Grefenstette [1995] and Lin [1998].  Similar work for German has been undertaken in collaboration with dictionary publishers by Heid and colleagues.
  There is now a series of ‘Collocations’ workshops, and a recent one on multiword expressions here in Japan. 

3.3 Set and semi-set phrases, idioms

For most computational purposes, these are simply ‘extreme cases’ of  multi word expressions.  Work that aims explicitly to identify non-compositional (so more or less idiomatic) fixed phrases includes Lin [1999].

One kind of set expression is the technical term.  Leading systems for finding technical terms are described in Dagan and Church [1997] and Justeson and Katz [1995].

3.4 Grammatical patterns 

The central task for computational linguistics has long been parsing : finding the grammatical structure of sentences.  So it is not surprising that the most active area of lexical acquisition work has been the acquisition of the lexical information that is needed for parsing: complementation patterns.  Since Brent [1993]’s early work, there has been a steady stream, including a spate of recent PhD theses [McCarthy 2001], [Korhonen 2002], [Walde im Schutze 2003].     

3.5 Antonyms

Antonyms deserve special mention because of the work of Justeson and Katz [1991] who showed that this most semantic-seeming of lexical relations could not only be identified from corpora, but that the corpus evidence suggested a re-interpretation in which the relation itself was thought of as essentially distributional –our prototypical antonym-pairs are those we are used to seeing in conjoined phrases: rich men and poor men, the fat ones and the thin ones, black and white issues. 

3.6 Synonyms (and thesauruses) 

A thesaurus, or list of similar words for each headword, is a tool of great value for language technology.  There are all sorts of occasions where the behaviour of a word in a given context needs to be predicted.  If the word has never been seen before in that context, this gets hard : the sparse data problem.  The word might not have been seen in the context because it is not acceptable there, but it might not have been seen there simply because it and/or the context are fairly rare and the corpus examined was simply not big enough.  If we have a thesaurus, we can estimate the likelihood of the word occurring in the context by looking to see how often other similar words occur in that context.  The WordNet lexical database has been widely used for this purpose, but another strategy is to compute thesaurus categories or ‘nearest neighbours’ from corpus data.  The strategy used by Lin [1998] and ourselves builds on the already-discovered collocations: words are similar, to the extent that they occur in partnership with the same collocates.
 

3.8 Word senses 

Automatically identifying a word’s senses has been a goal since the early days of computational linguistics, but is not one where there has been resounding success.  The underlying problem is, perhaps, unclarity as to what a word sense is [Kilgarriff 1997]. Schutze’s work on discriminating senses according to their distributional properties in very large corpora [Schutze 1998] raised a lot of interest, though the link between his induced senses and ‘lexicographic’ is not apparent.  The most interesting recent work on this theme finds different word senses only when a word gets different translations [Resnik and Yarowsky 1999] so the sense identification problem merges with finding translations.  

3.9 Translations

Automatic acquisition of translations has been an area of intense interest recently. The starting point may be a parallel corpus (where the same texts exist in two languages, one being the translation of the other or both being translations of the same source) or ‘comparable corpora’, where the texts are not translations but are, perhaps, national newspapers for the two languages, with comparable editorial ideas and playing similar cultural roles, with texts extracted for the same time periods ; one can then expect to find matching vocabulary for the two languages.  Given parallel corpora, one can find which source-language words get translated as which corpus language words, in which settings (and then use statistics to find the salient pairings).  However parallel corpora are not always available, or large enough, and suffer the bias inherent in being translated text.  It is also worth exploring comparable corpora.  Here the computational challenge is greater : to find, looking across the whole database, those words that tend to occur in comparable patterns in the two languages so are good candidate translations.  Both approaches may benefit from being ‘seeded’ from some known translation pairs. 

4.  People, Computers, and Cyborgs

When asked the blunt question, ‘will they take over?’, leading robotics researcher Rod Brookes responded that the question missed the mark, because the advances were all in how robots and people would work together : yes, robots would take an ever larger role, taking over many of the roles of people, but the critical roles would rarely be independent from people : rather, it was at the interface between robots, or computers, and people that the future lay.

A cyborg  is part-human, part-machine.  While the idea is developed in science fiction, it does, like much from that genre [Jordan 1999] provide a vocabulary for exploring future developments.  The definition of cyborg seems to literally fit people with pacemakers or hearing aids fitted.  If our perspective shifts to one in which society is mediated by information, with much human activity being information-processing and many of our products, including dictionaries, being information artefacts, then, since human and computer information-processing are everywhere interlinked, each pairing of person and computer they are sitting at a cyborg.  As we work at and with our computers, developing new dictionaries, so we are cyborgs, collaborating with the intelligence embedded in the machine to produce an ever more intelligent product. 

On reconsideration, the original title of the talk, ‘what computers can and cannot do for lexicography’, seems misplaced.  It does not allow for roles changing, and people and computers collaborating.  Computers can, with every passing year, do more for lexicography.  In this paper I have sketched some of the developments in Computational Linguistics which offer most promise.  But for those offerings to bring benefits to lexicography, we must revisit the role of the lexicographer.

Treat your computer with respect!  You and it can do great things together!
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� Recall measures how many right answers you get, precision, how many of the answers that you do get, are right. The measures are taken from Information Retrieval.  They are defined as follows.  An answer may be true or false, and it may be returned or not returned by the computer/person.  Recall = true results returned/all true results.  Precision = true results returned/all results returned.   Ideally all true results are returned (100% recall) and only true results are returned (100% precision).  There is generally a  trade-off between precision and recall.  If you accept more promising results, you get higher recall, but pay the price with more false positives, that is, lower precision.  If you set thresholds higher, to weed out false positives, you improve precision at the expense of recall.


�  Word sketches for all words, and papers about them, are available at � HYPERLINK "http://wasps.itri.bton.ac.uk" ��http://wasps.itri.bton.ac.uk�  A ‘sketch engine’, software which produces word sketches for any input corpus, is currently being developed.


� Also known as Natural Language Processing (NLP), Language Engineering, Human Language Technology (HLT).


� Part-of-speech tagging has a shorter pedigree than lemmatisaton or parsing, and it remains unclear whether it is best seen as a separate process or as a by-product of the other two.  The balance between the processes varies from language to language.  Most work has been done on English, for which lemmatisation is easy but part-of-speech tagging is hard.  For morphologically rich languages, the balance is quite different.


� A number of leading laboratories in Asia are listed at � HYPERLINK "http://www.ims.uni-stuttgart.de/info/SitesAsia.html" ��http://www.ims.uni-stuttgart.de/info/SitesAsia.html� 


� Publishers and researchers have often had goals which have not gone well together, with the researchers improving and enhancing a lexical database and wanting to make that enhanced product available to other researchers for further scientific exploration, whereas the publishers want to retain control of their intellectual property.  The issue is explored in detail in [Kilgarriff 2000].  Oxford University Press has recently adopted the model proposed in that paper and is issuing licences for the free use of its lexical resources in research projects: see � HYPERLINK "http://www.oup.co.uk/digital_reference" ��http://www.oup.co.uk/digital_reference� 


� See � HYPERLINK "http://www.ims.uni-stuttgart.de/projekte/corplex/" ��http://www.ims.uni-stuttgart.de/projekte/corplex/� 


� See � HYPERLINK "http://www.ai.univie.ac.at/colloc02/" ��http://www.ai.univie.ac.at/colloc02/� , � HYPERLINK "http://www.cl.cam.ac.uk/users/alk23/mwe/mwe.html" ��http://www.cl.cam.ac.uk/users/alk23/mwe/mwe.html� For many purposes, “multi word expressions” is best treated as a synonym for “collocations”.


� Lin’s and our thesauruses, in the form of lists of nearest neighbours for a given word, are both available online, at � HYPERLINK "http://www" ��http://www�.??? and � HYPERLINK "http://wasps.itri.brighton.ac.uk" ��http://wasps.itri.brighton.ac.uk� 





