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Abstract� NLP system developers and corpus lexicographers would both
bene�t from a tool for �nding and organizing the distinctive patterns of
use of words in texts� Such a tool would be an asset for both language
research and lexicon development� particularly for lexicons for Machine
Translation� We have developed the waspbench� a tool that ��� presents
a �word sketch�� a summary of the corpus evidence for a word� to the
lexicographer� �	� supports the lexicographer in analysing the word into
its distinct meanings and �
� uses the lexicographer�s analysis as the in�
put to a state�of�the�art word sense disambiguation �WSD� algorithm�
the output of which is a �word expert� for the word which can then dis�
ambiguate new instances of the word� In this paper we describe a set of
evaluation experiments� designed to establish whether waspbench can
be used to save time and improve performance in the development of a
lexicon for Machine Translation or other NLP application�

� Motivations

On the one hand� Human Language Technologies �HLT� need dictionaries� to tell
them what words mean and how they behave� On the other hand� the people
making dictionaries �herafter� lexicographers� need HLT� to help them identify
how words behave so they can make better dictionaries� This potential for syn�
ergy exists across the range of lexical data � in the construction of headword
lists� for spelling correction� phonetics� morphology and syntax� but nowhere is
it truer than for semantics� and in particular the vexed question of how a word�s
meaning should be analysed into distinct senses� HLT needs all the help it can
get from dictionaries� because it is a very hard problem to identify which mean�
ing of a word applies� and if the dictionary does not provide both a coherent
and accurate analysis of what the meanings are� and a good set of clues as to
where each meaning applies� then the enterprise is doomed� The MT version of
the problem is to �nd the appropriate translation for a word in a given con�
text� where the bilingual dictionary gives several possibilities� and this is just as
hard� The lexicographer needs all the help they can get because the analysis of
meaning is the second hardest part of their job �	
� it occupies a large share of
their working hours� and it is one where� currently� they have very little to go on
beyond intuition� Synergy between HLT and lexicographer becomes a possibility
with the advent of the corpus�



Lexicographers have long been aware of their great need for evidence about
how words behave� and� in the late 	��
s and 	��
s� English language dictionary
publishers were rather quicker to pick up on the potential of large corpora than
most parts of the HLT world� The pioneering project was COBUILD ��
 and its
�rst o�ering to the world� the Collins COBUILD English Dictionary came out
in 	����

The basic working methodology� in those early days� was the �coloured pens�
method� A lexicographer who was to write an entry for a word� say pike� was
given the corpus evidence for pike in the form of a key�word�in�context printout�
as in �gure 	� They then read the corpus lines� identifying di�erent meanings as
they went along� assigning a colour to each meaning and marking each corpus
line with the appropriate colour� Once they had marked all �or almost all �
there are always anomalies� the corpus lines� they could then go back to write
a de�nition for each sense� using� eg� the red corpus lines as the evidence for
the �rst meaning� the green as the evidence for the second� the yellow as the
evidence for the third� and so on�

In this scenario� note that a meaning� or word sense� corresponds to a cluster
of corpus lines� This is a representation that HLT can work with� �It contrasts
with a conception of word senses as mental objects� which is not useful to HLT��

As corpus�based HLT took o�� in the 	��
s� researchers such as ��
 explored
corpus methods for word sense disambiguation �WSD�� Here the correspondence
between word senses and sets of corpus lines was taken at face value� with a set
of corpus lines which were known �or believed� to belong to a particular sense
being used as a training set� A machine�learning algorithm was then able to use
the training set to induce a word expert which could decide which sense a new
corpus instance belonged to�

��� The waspbench system

Behind the current implementation of the English waspbench lies a database
of �
M instances of grammatical relations for English� These are ��tuples�

� gramrel� word	� word�� particle� pointer �

gramrel can be any of a set of �� core grammatical relations for English �includ�
ing subject� subject�of� object� object�of� modi�er� and�or� PP�comp�� word� and
word� are words of English �nouns� verbs or adjectives� lemmatized to give dic�
tionary headword form� word� may be null�� particle is a particle or preposition�
so that grammatical relations involving prepositions as well as two fully lexical
arguments can be captured� For all relations except PP�comp it is null� Pointer
points into the corpus� so we can identify where the instance occurs and retrieve
its context if required� Examples of ��tuples are

PP�comp�look�picture�at�	

����
object� sip� beer� �� 	

����
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The database was prepared by parsing a lemmatised� part�of�speech�tagged
version of the British National Corpus� a 	

M word corpus of recent spoken
and written British English��

Using this database� waspbench prepares a set of lists for each word� in
which� for each gramrel� the words which occur frequently and with high mutual
information as word� are identi�ed and sorted according to their lexicographic
salience� This set of lists is presented to the lexicographer for whom it is a useful
summary of the word�s behaviour� This is a word sketch ��
�

The word sketch is a good starting point for the lexicographer to analyse
the di�erent meanings �step 	�� They study it� All underlying corpus evidence
is available at a mouseclick� in case they are unsure what contexts word� occurs
in gramrel with word� in� They reach preliminary opinions about the di�erent
meanings the word has� They assign a short mnemonic label to each sense� and
type the labels into a text�input box provided� They then hit the �set senses�
button and the word sketch is updated� with each collocate now having a pull�
down menu through which it can be assigned to one of the senses�

The lexicographer then spends some time �typically some thirty minutes for
a moderately complicated word� assigning collocates to senses �step ��� The
majority of high�salience � collocate� gramrel � pairs relate to one sense of a
word only �in accordance with Yarowsky�s �one sense per collocation� dictum
��
�� and it is usually immediately evident to the lexicographer which sense is
salient� so the task is not unduly taxing� It is not necessary for the lexicographer
to assign all� or any particular� collocate� and any collocate which is associated
with more than one sense should be left unassigned�

When the lexicographer has assigned a good range of collocates� they press
�submit�� Then the WSD algorithm takes over� using the corpus instances where
the collocates assigned by the lexicographer apply as the clusters of instances
corresponding to a sense� and bootstrapping further evidence about how other
corpus instances are assigned �step ��� The algorithm produces a word expert
which can disambiguate new instances of the word�

��� waspbench and Machine Translation �MT�

waspbench is designed particularly with the needs of MT lexicography in mind�
In that context� the components of the problem take on a slightly di�erent form�
sometimes with di�erent names� A description of the same system in MT terms
follows�

MT has long needed many rules of the form�

in context C� translate source language word S as target language word
T

The problem has traditionally been that these rules are hard for humans to
identify� and� as there is a large number of possible contexts for most words and
a large number of ambiguous words� a very large number of rules is needed� In

� http���info�ox�ac�uk�bnc



step �	�� the word sketch� waspbench identi�es and displays to the user a good
set of candidate rules but with the target word T unspeci�ed� In step ���� it
supports the assignment of target words� by the lexicographer� for a number of
the rules� In step ���� it takes this small set of rules and uses a bootstrapping
algorithm to automatically identify a very large set of rules� so the word can be
appropriately translated wherever it occurs ��
�

� Evaluating waspbench

Evaluating how successful we have been in developing the waspbench presents
a number of challenges�

� We straddle three communities � the �largely commercial� dictionary�making
world� the �largely research� Human Language Technology �and speci�cally�
WSD� world� and the �part commercial� part research� MT world� These
three communities have very di�erent ideas about what makes a technology
useful�

� There are no precedents� waspbench performs a function � corpus�based
disambiguating�lexicon development with human input � which no other
technology performs� We believe no other technology provides even a re�
motely similar combination of inputs �corpus � human� and outputs �mean�
ing analysis � word expert�� This leaves us with no alternative products to
compare it with�

� On the lexicography front� human analysis of meaning is decidedly �craft� �or
even �art�� rather than �science�� waspbench is� we hope� aiding the practi�
tioners of this craft in doing their job better and faster� But� in the dictionary
world� even qualitative analyses of the relative merits of one meaning anal�
ysis as against another are rare treats ���	

� Quantitative evaluations are
unheard of�

� A critical question for commercial MT would be �does it take less time to
produce a word expert using waspbench� than using traditional methods�
for the same quality of output�� We are constrained in pursuing this route
because we do not have access to MT companies� lexicography budgets� and
moreover consider it unlikely that MT companies would view the produc�
tion of disambiguation rules as a distinct function in the way that we do�
�Most existing MT systems take a highly domain�based view of word sense
ambiguity� In this approach� once the domain is identi�ed� it is assumed that
ambiguity goes away� since words tend to only have one meaning and one
translation within a given domain� The domain is usually �xed by the user
selecting which lexicon they want to use� This strategy has taken MT a long
way� It has e�ectively been the only option available for commercial MT
for most words and language pairs� up until developments such as wasp�
bench� It also serves as a useful corrective to the tendency in the WSD
world to take the level of ambiguity displayed in paper dictionaries at face
value� rather than taking a serious interest in the concept of domain� While
clearly the solution for many ambiguity types� the domain�based view fails



for many cases where words have multiple meanings�translations within a
single domain� and is also hard to apply in situations where the user cannot
realistically be asked to select the domain� such as web�page translation� For
further discussion see �		�	�
�

In the light of these issues� we have adopted a �divide and rule� strategy�
setting up di�erent evaluation themes for di�erent perspectives� We have pursued
�ve approaches�

� waspbench as a WSD system� within the senseval evaluation exercise �	�

� the word sketches have been put to the test within a large scale commercial
lexicography project� they were used as the main source of corpus evidence
for a word�s behaviour in the production of the MacmillanEnglish Dictionary
for Advanced Learners �	�
� �	�


� three expert reports were commissioned from experienced lexicographers
� one set of experiments �with students at the Centre for Translation Studies�
Leeds University�� explored the performance of waspbench�based transla�
tions in comparison with translations produced by commercial MT systems

� a further set of experiments� with a larger group of subjects� explored the
extent to which di�erent individuals� working with the same data� produced
consistent results�

It is the last evaluation strategy that we report on here� A report bringing
together evidence from all evaluation approaches is in preparation�

The setting

Following a March �

	 workshop designed to set the stage for India�UK col�
laboration in HLT �	�
 and interest generated there� the University of Brighton
licenced waspbench to Prof� Rajeev Sangal of the Indian Institute for Informa�
tion Technology �IIIT� Hyderabad� This was the �rst timewaspbench had been
used outside its development environment in Brighton� UK� waspbench was
installed and was then used in IIIT on a project which is developing an English�
Hindi translation system� The goal was this� where an English word� had more
than one possible Hindi translation� the waspbench provides a computational
environment and high�level HLT support for the lexicographer in �telling� the
computer when it should be translated the one way� when the other�

In early �

� we were seeking experimental subjects to evaluate waspbench�
We approached IIIT� who were glad to co�operate� We prepared datasets and
experimental protocols and sent them to IIIT where the sta�� who were already
familiar with waspbench� trained a group of students in its use and ran the
experiments�

� We would like to thank Prof� Tony Hartley for his help in setting this up�
� The word would have to be a noun� verb or adjective� waspbench does not address
grammatical words or� at the current time� adverbs�



� Experimental setup

We asked the participants to work with the waspbench to create word experts
for the selected words� This task gave us information about how the users experi�
enced using the workbench� either explicitly� by giving us feedback� or implicitly
by supplying us with data� This part of the experiment created the word experts�
The other task was to evaluate the word experts� We applied them to a set of
previously unseen test sentences and asked the participants to assess the results�

��� The task

Creating the word experts The main task for the participants was to use
the waspbench to create word experts for a list of selected ambiguous English
words� The evaluation task focussed on translation� The user was asked to use
the waspbench in order to �nd out how the word was used in English �i�e�
as represented by the BNC� and how the di�erent uses of the word would be
translated in a target language of the participant�s choice� After the user has
chosen the translations for the word and selected the clues giving evidence for
when the word should receive a particular translation� the user submits the data
and the waspbench infers further rules to complete the word expert� The user
is presented the rule set and can manually inspect it� If they are happy with
the set� they can decide to submit the word expert and continue with the next
word� If they are not happy with the rule set� they can return to the wordsketch
de�nition form and add or amend the input� After submitting� the word expert
is applied to a set of test sentences�

Asssessing the results Evaluating a word expert is like evaluating the work
of a translator� The work of a translator can be judged by someone else� who
can disagree on certain decisions made by the translator� The disagreement can
be a matter of personal style� The assessment task here involves the same kind
of problem� In this experimental paradigm we do not de�ne beforehand what
the desired translation is� Every subject may identify a di�erent set of target
translations for each word and even if they work with the same set� people might
disagree on the preferred translation of a certain word in a particular context�
There is just no gold standard and thus we cannot evaluate the decisions auto�
matically� Therefore we asked the participants to assess the the word experts�
judgements��

The assessment task can best be introduced by looking at a screenshot� In
�gure � we present part of the evaluation screen with the results of applying
the word expert made by participant �one� for the noun bank to the set of ��
test sentences� The assesser is asked to enter their own number for identi�cation
purposes� The second column gives the test sentences with the word we are in�
terested in �here bank� highlighted� The third column presents the word expert�s

� Similar di�culties were encountered in the Japanese senseval��machine translation
task� and a similar strategy was adopted �������



translation� The assesser is asked to judge the correctness of the translation
in this particular context in the fourth column� In case they disagree with the
translation o�ered� they can pick their preferred translation from the pulldown
menu in the �fth column �Alternative�� This pulldown menu o�ers all the other
suggested target translations for bank as de�ned by participant �one�� In case the
assesser thinks the proper target translation is not available� the choice �other� is
o�ered in the alternatives list and their choice can be entered in the last column
�Other�� After judging all �� test sentences� the assesser is asked to submit the
form by pressing the button in the right upper corner�

��� Instruction and available time

Most participants had not worked with the waspbench before� They were given
a theoretical introduction and the opportunity afterwards to explore the user
interface and its functionality by creating a word expert� The participants were
allowed plenty of time to create the word expert and play with the waspbench�
They then applied the word expert to a set of test sentences and inspected the
results� to conclude the introduction�

After the instruction session� approximately four days were allowed for work�
ing on the task� about two days for creating word experts and two for assessment�
The participants were instructed to take their time to create the word experts�
but to keep in mind that we did not expect perfection� In order to �nish all
�� words in two working days� only approximately �
 minutes per word was
available� Our �rst experiment taught us that that was not a reasonable thing
to ask� Even though our �rst experiment showed that the speed at which the
subjects created the word experts increased considerably as they became more
familiar with the task and the workbench� more time was needed and we did
not expect them to complete the full list� To ensure that every word on the list
would be covered by equally many subjects� everyone was asked to start at a
di�erent position in the list�

��� Data

The words For the experiment we chose a set of words that are clearly am�
biguous in English� We only selected words that were fairly� but not extremely�
common �i�e� with 	��

 � �
�


 instances in the BNC�� A total of �� words
were selected� 	� nouns� 	
 verbs and � adjectives� Some of the words have just
two clearly distinct meanings in English� others have more� There may of course
also be further� more subtle meaning distinctions� All of the words were checked
to con�rm that the �clearly distinct meanings� receive di�erent translations in at
least one of the languages at our disposal �Dutch� German and French�� While
we had identi�ed a set of meanings for the words in the course of this process�
this set was never shown to the participants� They were asked to create their own
word expert with its own inventory of meanings�translations� This might result
in di�erent sets of target translation for di�erent languages� In some languages
two distinct di�erent meanings might be translated with the same word� while
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subtle meaning di�erences might produce di�erent translations in the target lan�
guage� It is� of course� possible that� whenever more than participant was working
on the same language� they disagreed on the one set of target translations�

The test data In order to test the performance of the word experts� we selected
for every word between �
 and �
 text fragments containing the target word�
These fragments consisted of the complete sentence in which the word occurred
plus one or two surrounding sentences� The test sentences were selected from
the North American News Text Corpus�� Random samples were taken from
the corpus and inspected for suitability� This was done to make sure that the
samples were usable �some samples� like words from headlines� did not have
much surrounding text� and to ensure that for every identi�ed distinct meaning
there were at least some test sentences available� If we had chosen a large set of
test sentences from the corpus� we could have relied on pure random selection to
take care of the proper meaning distribution� but a considerably larger sample
than the �
 or �
 test sentences taken here would be necessary to rely on that�

The fact that we used an American news corpus for the test sentences and
that the waspbench currently uses the BNC for creating the word experts
caused another problem� some words are used di�erently in British and American
English� for example lot which has the �parking space� meaning in American but
not British English�

��� The participants

A group of eighteen people were involved in the experiment� None of them had
a speci�c lexicography or translation background� but all of them were post�
graduates in linguistics or a closely related discipline �e�g� natural language pro�
cessing�� One of our goals for this experiment was to obtain data from several
participants on the same words for the same target language� In the Leeds eval�
uation we worked with several people working on di�erent languages� In order
to minimize the e�ects of personal preferences we wanted to average the results
from several �at least �ve� people working on the same word and target lan�
guage� Most people worked with Hindi as target language �sixteen in total�� Six
of them were native speakers� the others were all �uent speakers of Hindi� Two
subjects worked on other languages� Russian and Telugu� This was the mother
tongue for both of them� All subjects had an excellent command of English� but
were not necessarily �uent�

� Evaluation of the results

��� Summary of the data

A total of ��
 word experts were produced for the �� words� This means that
an average of 		�� word experts per word are available� The minimum number

� Available from the Linguistic Data Consortium �www�ldc�upenn�edu��



Total �	�� word experts�
Correct Incorrect Unsure correct

All 

�
 ���� ��� ���
Nouns 
��� 	��� 	

 
��
Verbs ��
� �	
� ��� ���
Adjectives ��	 ��� ��� �	�

Hindi �	�� word experts�
All ���	 
��	 �
� ���
Nouns 
��� ���
 	�
 ���
Verbs �
�
 ��
� �� ���
Adjectives ��� 
	� �	� �
�

Hindi by native speakers ���
 word experts�
All 	�	� ���� ��
 ���
Nouns �
�� �	� �� 
��
Verbs �
	 ��� �
 ���
Adjectives 
�� 	�� �
 ���

Russian �		 word experts�
All �	
 �
� 

 �
�
Nouns 
	
 		� 	� ���
Verbs �� ��� 	 ���
Adjectives �� �
 �� ���

Fig� �� Summary of the India evaluation data

of word experts per word was � and the maximum 	�� As explained below� not
all the results of applying the word experts to the test�data could be assessed�
The results of a total number of ��	 word experts was evaluated� This gives an
average of ��� per word� with a minimum of � evaluated word experts for a word
and a maximum of 	
�� We are planning to evaluate the remaining 	�� word
experts at a later stage�

In �gure � a summary of the results is presented� In ��� of the test sentences�
the evaluator judged the word expert�s prediction to be correct� In ��� the
prediction was thought to be incorrect and in the remaining �� they were not
sure�

It is di�cult to work out whether these results are good or bad� We would
like to establish a �baseline� to compare waspbench performance with�� With
an average of ��� target translations per word �see �gure �� the waspbench

� For some of the words� one of the word experts was made for the target language
Russian� This means that in a few cases we have a minimum of � di�erent evaluated
word experts that can be compared�

� In our report on the results of the Leeds experiment we can compare with the
machine translation results and we can conclude that the waspbench outperforms
those results�



performs signi�cantly better then the naive baseline that distributes the pos�
sible target translations evenly over the test sentences�A better baseline could
arguably be set by assigning the most frequent occurring target translation to
every sentence in the test set� However� this cannot be done once for all the par�
ticipants� but needs to be done for every single word expert� due to the fact that
di�erent participants will often give di�erent sense labels�translations for the
same concept or take incompatible views of the words ambiguity� As mentioned
above� test sentences were not a random sample of corpus instances containing
the word� but were a subset of a random sample� chosen manually� to ensure that
a range of senses were covered� While this was necessary for experimental design�
it complicates the issue of producing a baseline� A single random sample might
well have produced �
 instances� all of the same meaning� implying a baseline of
	

�� of little use for evaluating waspbench� The opposite position of selecting
test instances so that all senses were equally represented was considered� but
rejected on the grounds that it was too far removed from the typically Zip�an
facts of word frequency distribution� The approach adopted was a compromise�

��� Discussion

Considering the fact that the word experts were produced by inexperienced users
in a relatively short amount of time �an average of �
�� word experts in two days��
we think that the overall results of the waspbench are promising�

We expected a signi�cantly better result for the nouns� It is often easier to
determine the set of target translations for a noun than� for example� for a verb�
Verbs often occur in constructions that are translated completely di�erently in
the target language� This intuition is con�rmed when compared to the results
for the adjectives� but even though nouns do score overall better than verbs� the
di�erences are small�

We did not �nd evidence for a di�erence in performance in the word experts
between those that were produced by the native speakers of Hindi and by those
that were non�native� Both the performance and the time needed for creating
them were nearly identical�

Three of the participants volunteered to do the assessment task for their own
word expert as well as for someone else�s� The data from these three participants
assessing their own word experts did not suggest any signi�cant di�erences�

We expected decreasing success rates with increasing numbers of target trans�
lations� Although we do not have the space to give full results for every word�
we have selected a few words in �gure �� The results for� for example� the nouns
party and policy versus the noun line con�rm this intuition� The verbs move
versus pray and the adjectives �at versus funny are more evidence for this trend�

Some participants reported di�culties with loan words� Even though they
experienced problems with particular sense of these words� the performance ap�
peared to be better than average �see the �gures for �lm and charge in �gure ���
The other problematic cases reported were lexical gaps� The two words named
explicitly proved to be very problematic� The results for the words �oat and
moody were among the worst of the set�



Word � Meanings � Target Word � Meanings � Target

translations translations

bank 	 	�
 charge 
 ���
chest 
 	�� �oat 
 ��	
coat 
 	�
 move 
 
�

�lm 
 	�� observe 
 
��
�t 
 ��� o�end 	 ��	
line 
 ��� post � ���
lot � 
�
 pray 	 	��
mass 
 
�� ring � ��

paper 
 ��
 toast 	 

party 
 
�� undermine 	 	��
policy 
 	�	
record 
 ��
 bright � �
seal 
 
�� �at � ���
step 	 ��� free � 
��
term 
 ��� funny 
 
�	
volume 
 ��� hot 
 
�


moody 	 
�

strong � 
�


Fig� �� Number of anticipated meanings and �average� number of target translations
per word

One of our goals in this particular experiment was to �nd out how consistent
the results are when several people work on the same data� We found that for
most words the several word experts gave very similar results on the test data�
The �uctuation in the results were strongly correlated with the number of target
translations identi�ed by the creator of the word sketch� Whenever the number
of target translation identi�ed by the participants was close to the average� the
results for that word were close to the average�

� User experience with the workbench

The evaluation task did not only provide data� it also gave us feedback on work�
ing with the workbench� Many comments were given on the presentation of the
data� missing navigation abilities� buttons and correction facilities and other
user�interface issues� We will not go into details here� but will incorporate sug�
gestions into future releases of the workbench�

An important issue �also mentioned in the Leeds evaluation� is that people
have di�culties with many of the grammatical relations� and instead� focus on
example sentences� This is time consuming and it would be better if we could
clarify the grammatical relations� either on the same screen� or on demand �for
example by making help available��



Word Correct Incorrect Unsure

�lm ��� 	�� ��
charge 
�� 

� 	�

�oat ��� ��� ���
moody ��� �	� ��

party �	� 	�� 
�
line 
�� ��� ��
policy 
�� 	�� 	�

move 	�� ��� ��
pray �
� �	� 	�

�at �
� ��� �	�
funny 

� 	�� ��

Fig� �� The results for some individual words

A source of confusion and irritation is PoS tagger errors and errors made in
predicting the grammatical relations� It makes clear that these components are
critical for the usability of the workbench�

The participants also gave feedback on the evaluation task� Some of the is�
sues raised had an impact on the number of word experts they could produce�
others could in�uence the performance of their word experts� The most impor�
tant remarks were about the assessment task� In the Leeds experiment� most of
the subjects were native or near�native speakers of English� There was very little
di�erence in time needed for creating the word experts between the Leeds group
and the India group� However� most of the subjects in the Leeds group needed
much less time for the assessment task than the India group� We underestimated
the fact that for non�native speakers of English this task is much harder� For
the native speakers it does not seem to be necessary to read the test sentences
thoroughly� It is often enough just to look at the direct context of the ambiguous
word to understand what the correct meaning of the word in this sentence is� It
is much harder for the non�native speakers� They often want to understand the
sentences properly before deciding on the correctness of the suggested transla�
tion� The lengthy test sentences �see the screenshot in �gure �� slowed down the
progress of the assessment task considerably� As this had not been anticipated�
not all the word experts could be evaluated�

As mentioned above� some participants reported that �loan words� were prob�
lematic in cross evaluation cases� Although words like the noun �lm and the
verb charge are used in the English form in Hindi for some of the senses� other
senses are translated with a Hindi word� There are di�erences for several Indian
languages with respect to which senses are translated� Some of the subjects ex�



perienced problems with assessing the results of a word expert made by someone
whose mother tongue is di�erent from the assesser�

� Conclusions and further research

The evaluation experiment presented in this paper has given us a rich source of
data� In this paper we have looked at this data from a few angles� The exper�
iments taught us that the waspbench is capable of organizing data in such a
way that the users are able to create word experts in a consistent way�

Certain words are clearly causing problems� Identifying them beforehand�
so special care can be taken for those� might improve the overall performance
considerably� The case of lexical gaps� for example� needs extra attention� When
words are signi�cantly more ambiguous� it is probably worthwhile spending more
time on creating the word expert� But it is probably not only the creator of the
word expert who can improve on these words� It might be necessary to combine
evidence from multiple sources� to decide which sense �or target translation� is
the most suitable in a certain context� waspbench currently uses a �winner takes
all� strategy for deciding which rule is applied for disambiguation� Sometimes an
approach which accumulates evidence from di�erent rules is better ��

�

A nice aspect of the data we have gathered in this experiment is the reusabil�
ity of the data� Modi�cations of the WSD engine in the waspbench in the future
can be evaluated by testing again with this data �although we are aware of the
danger of overspecialising a system for a particular set of test data��

The feedback of the participants in both this experiment and in the Leeds
experiment are very valuable for future developments of the waspbench� Taking
the workbench out of the laboratory and into the �eld is an important step in
the development of a tool�
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