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Abstract

The case for building good languages resources is always that they will have many users and uses. But people other than the developers will be reluctant to use them if they cannot explore them before committing. One way to enable potential users to explore a resource is to load it into a good web tool. A suitable tool for corpora (and, indirectly, for lemmatisers, POS-taggers and some parsers) is the Sketch Engine. While this is a commercial tool and web service, this can be advantageous: it means that the costs and maintenance of the service are taken care of. Both parties stand to gain: the resource developers both have their resource showcased for no cost, and get to use the resource within the Sketch Engine themselves (often also at no cost). The Sketch Engine company stands to gain as additional customers may pay for accounts (after an initial free trial period) to use the resource. The Sketch Engine already plays this role in relation to a number of resources, and case studies are presented.
1. The Problem
If you have a language resource, how do you show it off? The usual answer is, first, give talks about it, and second, send, a sample. Talks are appropriate and useful but, for someone contemplating using the resource, or even making a comparison between it and others, they only start to tell the story.

Sending a sample is often not satisfactory. I have received samples on many occasions: it is hard work to assess the quality of a resource, or to gain a sense of whether it might be useful for a project. One starts with battling through layers of XML, including close study of the DTD to try to work out what the annotation means. Eventually one finds the key elements and their relations and tries to make an informed comparison with some other resource that one knows. The next stage is to assess, for a number of words, how the information compares: this is the real work, but the summary statistics one would like

are often not available, and struggling with unfamiliar annotation at every stage is slow and painful.

Showcasing resources is central to a language resource programme. A premise of language resource development is that resources, once developed, will be used by a number of groups. If they cannot easily be assessed, they will not be.
2. The Sketch Engine
The Sketch Engine is a corpus query tool. It has been widely used for lexicography, by clients including Oxford University Press, Collins, Macmillan and FrameNet, and for linguistic and language technology teaching and research at universities. Corpora for many languages have been installed. It is fast, responding immediately for most queries for billion-word corpora, and offers all standard functions (concordancing, sorting and sampling of concordances, wordlists and collocates according

to a range of parameters, full regular-expression searching, subcorpus definition and handling) and some non-standard ones (in particular word sketches - one-page summaries of a word’s grammatical and collocational behaviour, see Fig 1 - and also a distributional thesaurus, and keyword lists which compare words in different subcorpora).

The basic input is a corpus, preferably lemmatised and part-of-speech tagged. For the word sketches and thesaurus, either the corpus must already be parsed, or another input is required: this is a shallow grammar, written as regular expressions over words and POS-tags, in which each grammatical relation to appear in the word sketch is defined. For a computational linguist with a knowledge of the language in question, preparing a basic grammar is not a large task.
2.1 The Sketch Engine server

Lexical Computing Ltd., the owner of the Sketch Engine, provides a web service which gives easy access to corpora for (currently) ten languages: see Fig 2. Users can start using the corpus for their question directly: the user interface is simple and there is no software to install.
A Sketch Engine account also gives access to two other services: WebBootCaT (for building instant corpora from the web: see Baroni et al 2006) and CorpusBuilder. CorpusBuilder allows users to take a corpus that they have on their machine, upload it onto the Sketch Engine server, install it in the Sketch Engine, and then use the Sketch Engine to do research on it. Thirty-day free-trial accounts are available for the Sketch Engine accounts; after that users pay an annual fee (unless they are collaborators, see below).

This is the company’s main income stream.
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Fig 1.  A word sketch for the English noun resource (reduced to fit; data taken from British National Corpus)
2.2 What corpora, and how did they get there?

Corpus developers usually want to make it easy for people to look at and explore their corpora. This fits well with Lexical Computing’s business plan, which is to provide a service which gives access to a wide range of resources.

The corpora available through the Sketch Engine are mostly provided for free by the people who have developed them, in exchange for free access for them and their colleagues to the Sketch Engine server. This is a win-win scenario. The resource developer benefits in three ways:

· access to their own corpus in the Sketch Engine, which supports them in their own research on it (including maintaining and developing it)

· an easy way to show their corpus to others, in a way that allows those others to explore it in detail

· access to

· other corpora already in the Sketch Engine

· WebBootCaT (for building web corpora; see above).
Lexical Computing benefits because it extends the range of resources that it can offer to customers. No money need change hands in either direction.  This basic model needs adapting to different circumstances (and is only applicable on a no-fee basis where Lexical Computing judges the corpus to be an interesting addition to its portfolio, and to offer the prospect of new customers commensurate with income foregone). Below we present case studies of some of the corpora and the collaborations behind them. But first, we explain the Sketch Engine’s allegiance to common standards, why it is no bad thing for this role to be played by a commercial company rather than a university, ‘local’ vs ‘remote’ hosting of corpora, and how the model is relevant for corpus processing tools as well as the corpora themselves.
2.3 Input format and query formalisms

The Sketch Engine uses both input format and query formalism developed at the University of Stuttgart for their corpus system in the early 1990s. Since the Stuttgart system was launched in 1994, many corpus and computational linguists have used it and others have, like us, developed other systems using its input format and query formalism. In adopting these two formalisms, the Sketch Engine makes it straightforward for corpora to be prepared, installed and queried, for a large part of the community.

More recently the XML Corpus Encoding Standards have been proposed. XCES-encoded corpora can also readily be installed in the Sketch Engine.
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Fig 2: User’s home page for Sketch Engine showing available corpora and tools
2.4 Maintenance and motivation

The maintenance of resources has often been a bone of contention for those left in charge of them. Resource developers become the victims of their own success: the more successful the resource, the greater the level of expectation that errors will be corrected and upgrades provided, yet research funding bodies are rarely willing to fund them, since the projects have already had their funding and maintenance is not the funders’ mission. So the host organisation struggles to meet users’ requests for little credit or recompense. Nor does resource maintenance provide many opportunities to publish.

Lexical Computing depends for its income on the quality of its resources, so is motivated to maintain and upgrade the hardware, software and corpora. There is an income stream to fund it, from customers. For resource management and maintenance, there is much to be said for a market model, in which the people who are maintaining a resource are motivated to do it well because their income depends on it.

2.5 The ‘local vs. remote’ issue

One of the biggest questions about software, in the age of the web, is: should it be local or remote? Should we download and install, or interact through browsers and APIs? For a growing number of applications, ‘remote’ is gaining ground. More and

more people manage their documents and photos, and read their email, on remote servers. When I want to convert a document from .ps to .pdf, I do it at http://ps2pdf.com. Corpus research is an area where ‘remote’ is a very appealing answer, as:

· corpora are large objects which are often awkward to copy

· copying them to other people can be legally problematic

· there are many occasional and non-technical potential corpus users who will not use them if it involves software installation

· the software is more easily maintained and updated

· the user does not need to invest in hardware, or expertise for support and maintenance.
For all of these reasons, our preferred model for most corpus use is the remote one. The corpora are on our servers, and this gives users better and easier access to them than they would get if they were on their own servers. To support users who want robot access to the corpus we provide a web API (using either cgi or JSON (see http://json.org)).

We note that the two clearing houses for language resources, LDC and ELRA, only minimally support the remote-access model.
2.6 Lemmatisers, POS-taggers, parsers

As the Sketch Engine is a corpus query tool, it most obviously serves as a common platform for corpora. Less obviously, it also provides a good platform for showcasing and exploring the behaviour of a range of NLP tools.

A potential user of, for example, a POS-tagger will have a number of questions: how fast is it, how easy is it to use, input and output options, how much does it cost - and how accurate is it. This last question is the central one, and it is also the one that is least easily answered. Published accuracy figures are usually higher than ones encountered in actual use, since, in the standard evaluation paradigm, there is a perfect match between the type of text used for training and the type used for testing: outside the laboratory, there will not be such a match. The wise potential user wants to look closely at a substantial

sample of output of the tool, and form their own opinion of whether it will perform well enough for their purposes, and whether there are troublesome quirks and oddities to what it does.

If a corpus has been processed by a tool such as a lemmatiser or POS-tagger, and the data has then been loaded into the Sketch Engine, the Sketch Engine makes it easy for users to explore patterns of words and tags and to see where the tagger is correct and where it makes mistakes. There are ‘view options’ which allow the user to see the lemma and/or the POS-tag next to each word in the concordance (see Fig 3). There are also functions for, for example, counting different tags associated with a word.  The word sketches and other statistical functions quickly draw attention to anomalies of the output (so can be useful for debugging).
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Fig 3: Sketch Engine concordance with viewing options set so that lemmas and POS-tags are visible.

The Sketch Engine is also suitable for displaying the output of any parser which can output dependencies. Word sketches are summaries of dependencies of the form < word1, grammatical−relation,word2 >. The triples may come from either

a shallow grammar written processed within the tool, or an external parser.

3 Case Studies

3.1 Slovene

A consortium of universities and publishers in Slovenia developed the Fida and FidaPlus corpora. They wanted the corpus to be as useful as possible for lexicography and other linguistic research. They approached Lexical Computing which installed the corpus in the Sketch Engine. They prepared the shallow grammar. We have recently upgraded what is available in the Sketch Engine from the 100 million word version to the 600m word version. The process is described in Krek and Kilgarriff (2006).
3.2 Japanese

Irena Srdanovic, of Tokyo Institute of Technology, was in need of a Japanese corpus for her lexicographic work. She contacted both Lexical Computing and also her colleague Tomaz Erjavec. Erjavec crawled the web for a 400-million word corpus and processed it with the CHASEN tools for Japanese word segmentation, lemmatising and POS-tagging. Lexical

Computing loaded the corpus into the Sketch Engine; Srdanovic prepared a shallow grammar, so word sketches and a thesaurus could be produced. The corpus is available to all Sketch Engine account holders, and in particular to Srdanovic and her colleagues for their research. The process and corpus are described in Srdanovic (2008).
3.3 Chinese

The Chinese in Sketch Engine was developed in a collaboration between Academica Sinica, Taiwan and Lexical Computing. The Institute of Linguistics at Academia Sinica was interested in word sketches for Chinese for their research. While they had a number of corpora at their disposal, including the high-quality and carefully structured Sinica corpus, this was (at 40 million words) a little small for word sketches, so we chose instead to use the Linguistic Data Consortium’s Chinese Gigaword. This

was licensed and processed by the CKIP word segmentation and POS-tagging tools developed at Academia Sinica’s Institute of Information Science. The shallow grammar was joint work. The corpus, word sketches and thesaurus are now available to Academia Sinica staff and students on their own server, and to Sketch Engine customers on the Sketch Engine server. The work is described in Kilgarriff et al (2005).
3.4 German, Italian, English

Marco Baroni has been exploring the issues and potential for developing very large web-sourced corpora. He and colleagues gathered three 2-billion word corpora for German, Italian and English, and lemmatised and POS-tagged them using TreeTagger (http://www.ims.unistuttgart.de/projekte/corplex/TreeTagger/). Having gathered them, he wanted them to be optimally usable by whoever was interested. We loaded them into the Sketch Engine. He developed a shallow grammar for Italian (Lexical Computing already had one for English, and one for German is  current work with University of Stuttgartt, see Ivanova et al 2008). The three corpora are available on the Sketch Engine server. The process is described in Baroni and Kilgarriff (2006) for German and Italian and Ferraresi et al (2008) for English.

3.5 Czech

The Czech National Corpus (CNC: http://ucnk.ff.cuni.cz/english/) is a large project which has been running for a number of years. A high-quality, carefully sampled 100-million word corpus has been prepared. The Institute for the Czech National Corpus wished to benefit from word sketches, and also to provide corpus access to all over the internet. The Institute chose to host the corpus themselves rather than on the Sketch Engine server, so it now has a Sketch Engine installation with the CNC loaded, which will shortly be available at no cost (on completion of an application form) to any scholar of Czech.
4 Conclusion

Showcasing corpora and NLP tools is important to their take-up and long-term success, and this is best managed through a web application for corpus access. The Sketch Engine is well-suited to the task. A commercial organisation may well perform the task better, over the long term, than a University, since it will have the income stream and hence the motivation to maintain the website and resources. The Sketch Engine already performs this kind of role for a number of corpora and tools, and I have presented case studies of how this works. There is great potential for resource developers to benefit both from using their corpus in the Sketch Engine themselves, and also from being able to say to people who approach them about using it, “go and look at it in the Sketch Engine”.
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